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ABSTRACT

Introduction: Spatial uncertainties in spot position during reference dosimetry measurements of pencil beam scanning system were found to cause fluctuations in the
reference dosimetry curve. This study aims to develop a method to determine the optimal delivery pattern for reference dosimetry measurement using information
obtained from log file and quantifying the expected dose discrepancy.

Methods: A total of 7 different delivery pattern were delivered five times each and log files for each delivery were collected. We introduced a new metric known as
dose discrepancy factor (DDF) to quantify the expected dose discrepancy in the measurement arising from spot positioning error. DDF is calculated using a simple
pencil beam algorithm and actual spot positions from the log file. Type A and B uncertainties of DDF are quantified to draw statistically rigorous conclusion on the
most optimal delivery pattern.

Results: Relative dose difference of up to 2 % can be observed in some of the delivery pattern when reference dosimetry curve was plotted. Linear fit of DDF calculated
from log file against measured dose ratio yields an R? of 0.56 which suggest moderate correlation. Delivery patterns with repainting and X fast scan (50MU) have the
lowest average uncertainty. Friedman test and post-hoc test shows that different delivery patterns were proven to be statistical different with the exception of Y fast
scan (50MU) versus both X fast scan (50MU) and random scan (50MU). Y fast scan (50MU) with the highest average DDF value of 0.979 + 0.005 was found to be the
most optimal delivery pattern as it has the least discrepancy from an ideal delivery.

Conclusion: Delivery patterns used during reference dosimetry had a non-negligible impact on measurement. We had detailed a log file-based approach to determine

the optimal delivery pattern such that dose measurement would be least affected by spot positioning error.

1. Introduction

Proton therapy has been shown to be more beneficial compared to
conventional X-ray therapy as it reduces the radiation dose to normal
tissue while providing the radiation dose required to the tumour [1-5].
Protons exhibits a distinct Bragg peak which has minimal exit dose and
while depositing most of their energy at the end of range [6]. This
unique property provides superior normal tissue sparing, as the dose can
be precisely modulated to deposit most of the radiation within the
tumour [7]. Pencil beam scanning (PBS) delivery system is a technique
that delivers small proton beamlets by magnetically scanning them
across the tumour using two pairs of scanning magnets [8,9]. By sys-
tematically changing the energy of the protons, we can precisely control
the depth of proton penetration within the tissue allowing for three-

dimensional dose painting that conforms to the tumour’s volume
[10,11]. Because of the increasing clinical evidence showing that PBS
delivery system being more beneficial than passive scattering, it is
increasingly being used in intensity modulated proton therapy (IMPT)
and older facilities are upgrading from passive scattering to pencil beam
scanning [12-14].

In the commissioning of a PBS treatment planning system (TPS),
reference dosimetry data is instrumental in defining the number of
proton particles per monitor units (MU) for the TPS to arrive at an ac-
curate dose. The reference dosimetry measurement can be related
mathematically to the measurement of the integrated absorbed dose to
water, also known as the dose area product (DAPy,) [15,16]. By scaling
DAP,, using CEMA (converted energy per unit mass), DAP,, can be
related to the number of protons per monitor units (MU) for a particular
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energy [16-18]. In the latest revision of TRS 398, the reference condi-
tions of reference dosimetry in PBS delivery system are included which
consists of the use of a uniformly single-layer scanned field large enough
to achieve lateral charged particle equilibrium [19]. However, because
of stochastic intra-spill spot drift, consistent reference dosimetry mea-
surement is a challenge during repeated measurement. This has been
documented in detail in the study by H. Q. Tan et al [20]. These spot
positional uncertainties can potentially cause errors that propagate
through to the dose received by the patient [21]. Firstly, dose calcula-
tion accuracy within the TPS is affected as beam modelling is inaccurate
due to systematic errors being introduced in the protons per MU defi-
nitions in the TPS, resulting in misrepresentation of the actual dose
distribution. Secondly, the spot positional drift during the actual treat-
ment also introduces another layer of errors as the intended dose dis-
tribution might be affected [22,23].

In this study, we first show the choice of spot delivery patterns for
reference dosimetry can lead to different measurement results due to
different spot positional deviation distributions. In light of this, we aim
to develop a method to determine the optimal delivery pattern for
reference dosimetry to reduce the effect of spot positional drift on the
final measurement. We introduce a dose discrepancy factor (DDF) which
is calculated from the log file of the delivery to quantify the expected
dose discrepancy in the reference dosimetry measurement arising from
spot position errors. The type A and B uncertainties of DDFs are also
quantified to ensure that the DDFs calculated for seven unique delivery
patterns can be distinguished in a statistically rigorous manner.

2. Methodology
2.1. Delivery conditions and log file

In National Cancer Centre Singapore (NCCS), the Hitachi Probeat
proton therapy system has a synchrotron accelerator that is capable of
delivering 98 discrete energies from 70.2 MeV to 228.7 MeV. This cor-
responds to a beam range (Rgo) of 3.9 cm to 32.9 cm in water with Rgg
defined as 90 % of the dose level in the distal end of the Bragg peak. The
system has a spot sigma ranging from 1.9 mm to 5.6 mm in air when
measured at isocentre (770 mm from the vacuum window) and has a
minimum monitor unit (MU) of 0.003 and a maximum MU of 0.2. Inside
the treatment nozzle as seen in the schematic in Fig. 1a, treatment de-
livery is monitored by the spot position monitor (SPM), main dose
monitor (DM1) and sub dose monitor (DM2). After every delivery, the
data from the SPM and DMs were recorded in log files which contain the
following information for each delivered spot: 1) actual MU delivered
(recorded by DM1 and DM2), 2) X and Y spot position, 3) X and Y spot
width. In each log file, together with the X and Y spot position were the
raw data that were used to determine the position of each spot. The SPM
consisted of 300 electrode wires in the X direction and 440 electrode
wires in the Y direction with a pitch of 0.8 mm. A channel data analysis
was then performed as illustrated in Fig. 1b where Gaussian fitting was
used to determine the position of each spot.

To study the impact of delivery patterns on reference dosimetry
measurement, 10 different energies (70.2 MeV, 81.8 MeV, 94.6 MeV,
116.4 MeV, 142.4 MeV, 150.2 MeV, 168.0 MeV, 187.5 MeV, 208.3 MeV
and 228.7 MeV) were delivered and the charges were measured using a
PTW 34045 (Advanced Markus Chamber) ionisation chamber.
Following the reference conditions recommended in the revised TRS-
398, a 10 x 10 cm? square field with a spot spacing of 2.5 mm was
delivered and the ionisation chamber was placed at a fixed measurement
depth of 2 cm in water. A total of seven different delivery patterns were
delivered:

1. Y fast scan (8 MU)
2. Y fast scan (50 MU)
3. X fast scan (8 MU)
4. X fast scan (50 MU)
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Fig. 1. Schematic of Hitachi’s scanning nozzle and channel data analysis of raw
log file data. a) This figure shows a schematic of the scanning magnets, dose
monitors and spot position monitor inside the scanning nozzle of Hitachi’s
Probeat proton therapy machine. b) This figure shows the Gaussian fit used to
determine the position of a spot using the raw data found inside the log file.

5. Y fast scan 3 repainting (50 MU)
6. Y fast scan 5 repainting (50 MU)
7. Random scan (50 MU).

Fast scan was defined as the direction in which the beam was
delivered first in a serpentine manner. Each of the delivery patterns were
irradiated five times and the delivery log files were collected after each
delivery. Following the formalism in IAEA TRS-398, absorbed dose to
water in reference conditions for proton beams was corrected for all
influence quantities and the absorbed dose across different delivery
patterns was measured.

2.2. Dose discrepancy factor and regression analysis

In this work, we introduced the dose discrepancy factor (DDF) to
quantify the expected discrepancy in the measured dose using the log
file parameters. It is defined as:

pDF = 2 % E)peverea ()
D(xy.yy Z; E)Ideal

where D(X,Y,2;E) pyivereq 1S the delivered dose calculated using actual
delivered spot parameters in the log files and D(x,y, %; E),4,¢; is the dose
calculated using actual delivered spot parameters in the log files with
the exception that the spot position is replaced by the planned delivery
position. A simplified pencil beam algorithm was developed using
MATLAB (version R2024a, The MathWorks Inc, Natick, Massachusetts)
for dose calculation by considering only the integrated dose over the
detector’s sensitive volume from a single energy layer delivery in a
homogenous water medium:
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x And y were the spot positions with respect to the isocentre, z was the
depth from the surface of the medium, IDD(z) was the integrated depth

dose curve at depth z and G[x., Vit i(2), Hy1(2), 0xi(2) X 0yi(2) | was the

2D Gaussian representation of a single spot with y,;(z) and ox;(2) rep-
resenting the position of the spot centroid and spot sigma respectively at
depth z. MU; was the MU delivered for spot i and C(E) was the calibra-
tion factor in c¢cGy/MU of each energy layer. Intuitively, the dose
discrepancy factor is used to quantify the error in the measured dose due to
spot positioning error. For instance, a factor closer to 1 represents that the
measured dose is free of the influence of spot positioning error while,
DDF>1 or DDF<1 implies that the measured dose might not be reliable
By manipulating Eqn (1), we arrived at

DDF _ D(x>.y%z;E)Delivered . (3)

DDF, = =
b DDFYfastxcan,SOMU D(Xv Y, % E) Yfastscan,50MU

D(x,¥,2;E) ypugscansomy Was chosen arbitrability as the reference de-
livery. Practically, the estimated dose ratio calculated from log file,
DDF,,, should be equal to the measured dose ratio up to a linear and
constant difference due to measurement noise and different sensitivities.
Hence, denoting D™*(x,y, 2; E) as the measured dose, we obtained

Dmeus x7 ’Z;E elivere
( Y )Dll ed te. 4

DDF =k x
Dymeas (xm),a 23 E) Yfastscan, 50MU

From Eqn (4), a regression analysis between the calculated DDF,,

DXy ZE) petvered
Dmeas (x.y 2:E) ygastscan 50MU

line. This will be used to establish if the use of DDF,,; was representative
of the dose discrepancy measured by the ionisation chamber. DDF, was
calculated for all the remaining 30 deliveries (6 other unique patterns x
5 repetitions) and all the data was included in the regression analysis.
Regression analysis was chosen to test for the monotonic relationship
between the two variables where R? shows the variance explained by the
linear fit.

from log file and the measured should yield a straight

2.3. Type A and type B uncertainty analysis of the DDF

The type A and B uncertainties of the DDF were defined and quan-
tified in this study. This is important so that statistically meaningful
conclusions can be drawn when comparing the DDFs between different
deliveries to arrive at the “best” delivery pattern with the least
discrepancy arising from spot delivery error. Two type A uncertainties
were identified during the computation of DDF. The first uncertainty
arises from the repeatability of the spot exiting the nozzle; it is not
possible for the spot to be incident on the same coordinate (x,y) in every
delivery. The second uncertainty is due to the statistical error in the
recorded spot position in the log file due to Gaussian fitting to the raw
signal in the SPM. To quantify these two errors together, the detailed log
files (containing the counts in every channel in the SPM) for the five
repeated measurements of each delivery were extracted. Using the raw
data of each log file, X and Y spot channel data were fitted with a
Gaussian function to calculate the 1o confidence interval for each of the
X and Y spot positions. The X and Y spot positions in each delivery were
sampled 50 times (bootstrapping) from this confidence interval for each
spot to account for fitting uncertainties. By applying this process to the
five repeated deliveries, both uncertainties were taken into account, and
this resulted in a total of 250 DDFs. The standard deviation was calcu-
lated from the 250 DDFs to represent the type A uncertainty for each
energy and delivery pattern.

There were several sources of type B uncertainties in this study.
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However, we focused only on the SPM specific uncertainty which was
the systematic offset in the wires arising from the misalignment of the
SPM. A systematic offset of 0.5 mm and 1.0 mm was introduced in the X
position, Y position and both X and Y positions of each ideal delivery. A
maximum shift of 1.0 mm was used as the spot position tolerance due to
the daily, monthly and annual QA tolerance in TG-224 [24]. From the
log files, the offsets were added to the planned spot position for dose
calculation using Eqn (2). We then calculated the DDF of each energy in
all the delivery patterns for the spot positions with the offsets. The type B
uncertainty was then quantified from the difference between the DDFs
calculated with and without the offsets. Finally, as both type A and type
B uncertainty were independent sources of uncertainty the combined
uncertainty can be added in quadrature using the following formula:

0A+B = \/ (7/% + 0'12;, (5)

where 64 and op were the type A and type B uncertainty respectively.

With the calculated combined type A and B uncertainties, we used
the Friedman test to test the null hypothesis that there was no difference
between the different delivery patterns. A two-tailed P < 0.05 was
considered statistically significant in this study. If P < 0.05 was obtained
for Friedman test, Nemenyi post-hoc test was then used to conduct pair-
wise test on the different delivery pattern pairs. This would allow us to
conclude if there was any statistically significant difference between any
two delivery patterns.

3. Results
3.1. Corrected absolute dose measurement for different delivery pattern

The dose measurements results of all the delivery patterns and for all
the 10 proton energies are shown in In Fig. 2a. The error bars in the
figure represented the 1o error arising from repeatability of measure-
ment. In Fig. 2b, the percentage difference relative to the average dose of
each energy is plotted. When comparing across all energies and delivery
patterns, a maximum relative difference of 1.9 % was obtained for Y fast
scan with 3 repainting (50 MU) for 208.3 MeV. Comparing across the
different delivery pattern, X fast scan (8 MU) had the largest mean ab-
solute error of (0.5 + 0.2) % while comparing across the energies, 228.7
MeV had the largest mean absolute error of (0.7 + 0.5) %. The detailed
plots of X and Y spot positions of a single delivery for all the different
delivery patterns can be found in Fig. S1.

3.2. Dose discrepancy factor and regression analysis

The linear fit performed using DDF,,; and dose normalised to refer-
ence delivery as stated in Eqn (3) is plotted in Fig. 3. A prediction bound
of 90 % is also plotted with those falling outside of the bound treated as
an outlier. A total of 5 points were treated as outliers during fitting and
the final plot of the fit with all the points and the new prediction bound
is shown in Fig. 3. Overall, a R? of 0.56 was obtained showing that DDF,ef
was moderately correlated to the measured dose ratio.

3.3. Type A and type B uncertainty of DDF

In Fig. 4, the calculated uncertainties for delivery patterns: a) Y fast
scan (50 MU), b) Y fast scan (8 MU), ¢) random scan (50 MU), d) Y fast
scan with 3 painting, e) Y fast scan with 5 painting, f) X fast scan (50
MU), and g) X fast scan (8 MU) are plotted using bar charts. Across all
the 7 plots, we could see that type A uncertainties contributed a larger
part of the combined uncertainty. For type B uncertainty, a larger offset
resulted in a larger uncertainty which was expected. Also, type B un-
certainty generally had a larger impact on the higher energies as
compared to the lower energies regardless of delivery patterns.
Comparing 50 MU and 8 MU delivery for both X fast scan and Y fast scan,



K.S. Lew et al.

Physica Medica 141 (2026) 105698

Dose Measurement for Different Delivery

t Random Scan (50MU)
t X Fast Scan (50MU)
X Fast Scan (8MU)
1Y Fast Scan (50MU)
1 Y Fast Scan (8MU)
t 'Y Fast Scan 3 Repainting (50MU)
1 Y Fast Scan 5 Repainting (50MU)

»

160 180 200 220 240

Energy / MeV

a)
0.85
E 3

) A
=
3 0.8F
Q
[&]
@
@ 3
o L
8 0.75
©
B -
3 3
g 0.7
o E§

065 1 1 1

60 80 100 120
b)

w

Percentage Difference from Average Dose

t X FastScan (50MU)

# Random Scan (50MU) t Y Fast Scan (8MU)
t Y FastScan 3 Repainting (50MU)

2F | i XFastScan (8MU) 1Y FastScan 5 Repainting (50MU) |
t Y FastScan (50MU)
1F [ ]

ijer d
T

[
-
T

'
[ ]
T

1

Y

o
<4 HADH
<A

Percentage Difference from Average (%)
o

o
o

80 100 120 140

160 180 200 220 240

Energy / MeV

Fig. 2. Advanced Markus ionisation chamber measurements for different delivery patterns and the relative variation from average. a) This figure shows the reference
dosimetry measurement across the different delivery patterns as indicated by the different shape markers. b) This figure shows the percentage deviations of different

delivery pattern measurement from the average values.
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normalised to reference delivery. The different marker shows the different
delivery pattern while the dotted line shows the prediction bound for the
linear fit.

we could see that delivery patterns with 8 MU had a larger type B un-
certainty. Among all the different delivery pattern, Y fast scan with 5
repainting (50 MU) had the lowest uncertainty. In Fig. 4a and Fig. 4c,
187.5 MeV has the highest uncertainty while Fig. 4b, Fig. 4d and Fig. 4f
has the highest uncertainty at 228.7 MeV. Lastly, Fig. 4g has the highest
uncertainty at 208.3 MeV.

In Fig. 5a and Fig. 5b, DDF was plotted together with the combined
type A and B uncertainties that were calculated in the previous part.
Fig. 5a and Fig. 5b were found to have largely similar trends with 1.0
mm offset having a slightly larger uncertainty as compared to 0.5 mm
offset. Corresponding the plot of Fig. 5b to Table 1, the largest DDF was
found at X fast scan (8MU) for 228.7 MeV with a value of 0.991 + 0.001
while the smallest DDF of 0.922 + 0.007 was found at Y fast scan with 3
repainting (50 MU) for 81.8 MeV.

A Friedman test was performed to analyse differences between de-
livery patterns. The test yielded a significant result (P < 0.01) for the
paired group comparison. The subsequent Nemenyi post-hoc test results
are visualized in Fig. 6. All pairwise comparisons showed significant
differences (P < 0.05) except for two pairs: the Y fast scan (50 MU)
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Fig. 4. Calculated uncertainty for different delivery pattern. This figure shows the type A uncertainty, type B uncertainty (0.5 mm offset and 1.0 mm offset),
combined uncertainty (0.5 mm offset) and combined uncertainty (1.0 mm offset) for a) Y fast scan (50 MU), b) Y fast scan (8 MU), ¢) random scan (50 MU), d) Y fast
scan with 3 painting, e) Y fast scan with 5 painting, f) X fast scan (50 MU), and g) X fast scan (8 MU).

4. Discussion

versus X fast scan (50 MU), and the Y fast scan with 5 repainting (50 MU)
versus random scan (50 MU). These results led to the rejection of the null
hypothesis, indicating significant differences exist between most de-

livery patterns.

In this work, we first investigated how different delivery patterns
could affect the absolute dose measurement. In TG-224, output con-
stancy tolerance was recommended to be + 2 %, however Fig. 2b
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showed that there were some measurements having a difference close to
this tolerance. This observation is consistent with the report by H. Q. Tan
et al., where they had previously shown that spot position played a
significant role in the reliable measurement of dose with ionisation
chamber [20,24]. Across all the delivery patterns, the maximum abso-
lute spot position errors are 0.75 mm and 0.58 mm respectively for X and
Y spot position. These values are within the interlock set by the vendor
which is + 1 mm.

DDF was quantified for all the 35 deliveries and the results were
summarised in Table 1. DDF,s was plotted against the normalized
absorbed dose in Fig. 3 and a linear regression fit was performed ac-
cording to Eqn (5). Even though the R? was modest with a value of 0.56,
it does show that DDF was correlated to the dose difference between
deliveries. The unexplained variance in the linear regression could be
attributed to the dose measurement uncertainty and the spot position
related type A and B uncertainties.

During the quantification of the type A and B uncertainties of the
DDF, we found that type A uncertainties constituted the majority of the
overall uncertainty as compared to type B uncertainty. Type A uncer-
tainty consisted of random spot positioning errors that could cause hot
and cold spots in the field. This would affect the dose measurement if the
hot and cold spots occurred near the ionisation chamber. On the other

hand, the type B uncertainty due to the SPM systematic offset was less
significant if the field was flat (devoid of spot positioning errors). This
was observed in our study when the offset was introduced in an ideal
delivery where the planned spot positions were used to compute the
DDF. Overall, Y fast scan with 5 repainting (50 MU) had the lowest
combined uncertainty. This was expected as the averaging effect of
repainting would help to reduce the hot and cold spots. Another
observation was also that when comparing Fig. 4a, Fig. 4d and Fig. 4e,
the type B uncertainty increased with increasing repainting. This in-
crease in type B uncertainty could also be observed when the MU was
reduced from 50 MU to 8 MU as seen in Fig. 4a, Fig. 4b, Fig. 4f and
Fig. 4g. Looking at average DDF values in Table 1, Y fast scan (50 MU)
and both deliveries with 8 MU showed the largest average uncertainty
across the different delivery patterns.

From Fig. 5, DDF was found to decrease with increasing proton en-
ergy indicating a larger dose discrepancy at higher energies. These re-
sults are consistent with the simulation findings of Yu, Beltran, and
Herman’s simulation using consistent position error and spot spacing
across different energies which suggest that having a smaller spot sigma
causes a larger dose discrepancy [22]. Both Fig. 5a and Fig. 5b exhibited
a similar uncertainty with type B uncertainty being negligible compared
to type A uncertainty. The dose discrepancy was consistently larger for 8
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This table shows the average DDF values for the five repeated measurements across each delivery pattern and energy. The uncertainties associated with each DDF
values are calculated from the type A and type B uncertainties with 1.0 mm offset as shown in Fig. 4. The average DDF of each energy and delivery pattern is also

calculated as shown.

Energy Y Fast Scan Y Fast Scan Random Scan Y Fast Scan 3 Y Fast Scan 5 X Fast Scan X Fast Scan Average
(50MU) (8MU) (50MU) Repainting (50MU) Repainting (50MU) (50MU) (8MU) (Energy)
70.2 0.981 + 0.985 + 0.987 + 0.001 0.988 + 0.001 0.984 + 0.001 0.987 + 0.980 + 0.984 +
0.008 0.002 0.001 0.001 0.002
81.8 0.989 + 0.986 + 0.985 + 0.001 0.991 + 0.001 0.986 + 0.001 0.990 + 0.977 £ 0.986 +
0.002 0.001 0.001 0.002 0.001
94.6 0.983 + 0.973 + 0.983 + 0.002 0.981 + 0.001 0.975 + 0.001 0.983 + 0.966 + 0.978 +
0.002 0.002 0.001 0.003 0.002
116.4 0.981 + 0.967 + 0.968 + 0.002 0.977 + 0.002 0.968 + 0.001 0.979 + 0.958 + 0.971 +
0.002 0.004 0.002 0.004 0.002
142.4 0.981 + 0.950 + 0.955 + 0.005 0.967 + 0.003 0.956 + 0.002 0.976 + 0.941 £ 0.961 +
0.002 0.006 0.002 0.005 0.004
150.2 0.981 + 0.945 + 0.949 + 0.003 0.970 + 0.002 0.963 + 0.002 0.972 + 0.940 + 0.960 +
0.002 0.003 0.002 0.005 0.003
168.0 0.986 + 0.949 + 0.939 + 0.004 0.971 + 0.004 0.955 + 0.004 0.972 + 0.941 + 0.959 +
0.006 0.005 0.008 0.008 0.006
187.5 0.952 + 0.925 + 0.940 + 0.006 0.955 + 0.002 0.932 + 0.002 0.966 + 0.931 £ 0.943 +
0.015 0.004 0.005 0.006 0.0006
208.3 0.975 + 0.926 + 0.947 + 0.006 0.954 + 0.002 0.934 + 0.002 0.965 + 0.928 + 0.947 +
0.008 0.006 0.004 0.008 0.005
228.7 0.981 + 0.923 + 0.927 + 0.005 0.953 £+ 0.0011 0.929 + 0.004 0.969 + 0.922 + 0.943 +
0.004 0.013 0.009 0.007 0.008
Average (Delivery 0.979 + 0.953 + 0.958 + 0.004 0.971 + 0.003 0.958 + 0.002 0.976 + 0.948 +
Patterns) 0.005 0.005 0.003 0.005

Nemenyi Post-hoc Test p-values
Y Fast Scan (50MU) 1

1.0

0 08

0
04
Y Fast Scan 5 Repainting (50MU) 0 1.1e-05 0.1 0
X Fast Scan (50MU) m 0 0 00011 O 0.2
52e-10 0 0 0 0
0.0

Y Fast Scan (8MU)

Random Scan (50MU) 0 2.9e-13]

0.6

Y Fast Scan 3 Repainting (50MU) 4.2e-06 0

X Fast Scan (8MU) 0

Fig. 6. P-values for different deilvery pattern using Nemenyi’s post-hoc test.
This figure shows the p-values of all delivery pattern pair when post-hoc test is
performed after obtaining p-value of < 0.05 for Friedman test.

MU delivery compared to 50 MU, irrespective of scan direction. How-
ever, Y fast scan had a lower dose discrepancy as compared to X fast
scan.

As seen in Table 1, Y fast scan with 5 repainting (50MU), Y fast scan
with 3 repainting (50 MU) and Y fast scan (50 MU) with no repainting
shows a decreasing uncertainty magnitude with increased repainting
frequency. This was expected as the repainting helps to average out any
hot and cold spots that are formed during delivery providing a more
uniform dose distribution. But one should take note that the calculated
DDF also showed repainting increases the dose discrepancy.

Lastly, the Friedman test showed that there were statistically sig-
nificant differences between the different deliveries. The ensuing post-
hoc test revealed that the X fast scan (50 MU) versus Y fast scan (50
MU), and random scan (50 MU) versus Y fast scan with 5 repainting were
the only two comparisons with no significant difference between the
deliveries (P > 0.05.).

Combining the average DDF values and the uncertainties calculated,
the most optimal delivery pattern to be used for reference dosimetry
measurement was Y fast scan (50 MU). It is also important that during
reference dosimetry measurement, care should be taken when changing
delivery parameters such as MUs or repainting to minimising dose
fluctuation as discrepancy might be introduced in the measured dose as
seen in this work. The scanning direction of delivery pattern is also
found to have little impact as evident from the small difference in DDF
values for both X and Y fast scan (50 MU). This is further supported by
the P value of post-hoc test which show no significant difference.
Additional analysis of the delivered spot position for these two deliveries
found that for X fast scan (50 MU), the standard deviation for x spot
position is 0.16 mm while the y spot position is 0.08 mm. For Y fast scan
(50 MU), the standard deviation was 0.17 mm for x spot position and
0.09 mm for y spot position.

One approach to circumventing the impact of spot position errors
during reference dosimetry measurements is through the use of large
area ionization chambers (LAICs) [18]. These chambers offer larger
collection volumes that can accommodate the positional uncertainty of
the single spot used during measurements. However, LAICs present a
challenge as they typically do not come with calibration factors from
accredited dosimetry calibration laboratories and requires us to perform
cross calibration against ionisation chamber with traceable calibration
factors. This process can be challenging with the detailed methodology
for obtaining reliable calibration factors for LAICs in proton beam
dosimetry found in multiple papers [15,16,25]. H. Q. Tan et al. also
proposed another method for reducing the impact of spot positional
errors through smoothing of the reference dosimetry curve [26]. How-
ever, this method introduces additional uncertainties associated with
the functional fitting process which could potentially impact the overall
accuracy of the dosimetry measurements. Therefore, careful evaluation
should be performed before implementation. The use of standard test
volume (STV) has also been recommended by the Institute of Physics
and Engineering in Medicine (IPEM) for reference dosimetry [27]. While
this method could potentially reduce the impact of spot positioning er-
rors but the requirement of a monoenergetic energy layer delivery
during initial TPS commissioning can still benefit from the methodology
in this work. In all, we have we have introduced a method to determine
the optimal delivery pattern to be used for reference dosimetry such that
the final measurement has minimal impact from spot positioning error.
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In this study, only uncertainties relating directly to spot positioning
errors were discussed as other inherent uncertainties in the beam de-
livery system and during measurement remained present but were ex-
pected to be relatively constant across measurements. Another potential
limitation in this work relates to the quality assurance of the SPM. The
accuracy of DDF and uncertainty calculations for determining optimal
delivery patterns introduced in this work depends on the reliability of
the SPM logged data. However, verification of SPM accuracy presents
two significant challenges: first, the validation of SPM performance
primarily relies on vendor calibration, without independent verification
methods readily available to end users. Second, the tools required for
validating sub-millimetre spot position accuracy are not commonly
accessible in clinical settings. In this case, users can work closely with
vendors such that results from their routine maintenance work are made
available. As spot sigma and spot deviation profiles are system specific,
which can vary between synchrotrons, our optimal delivery pattern may
not be directly applicable to other centers. Other centers should instead
reproduce this work to determine the optimal delivery pattern for their
system for reference dosimetry measurements.

5. Conclusion

In this study, we investigated the impact of different delivery pat-
terns on the reference dosimetry measurements. We also introduced a
new metric calculated from the delivery log file, DDF, to quantify the
degree of dose discrepancy in the measured dose arising from spot po-
sition errors. Through the further quantification of the type A and B
uncertainties of DDF, we further showed that our DDF metric could be
used to distinguish the expected dose discrepancy between different
delivery patterns. Our approach showed that Y fast scan (50 MU) has a
DDF closest to unity and should be used for reference dosimetry for
minimal impact of spot positioning errors on the measured dose. The
approach outlined in this work could be used in other clinics when
deciding on the optimal delivery pattern to be used for reference
dosimetry.
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