Machine learning prediction of Dice similarity coefficient for validation of deformable image registration
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ABSTRACT

Introduction: Deformable image registration (DIR) plays a vital role in adaptive radiotherapy (ART). For the clinical implementation of DIR, evaluation of deformation accuracy is a critical step. While contour-based metrics, for example Dice similarity coefficient (DSC), are widely implemented for DIR validation, they require delineation of contours which is time-consuming and would cause hold-ups in an ART workflow. Therefore, this work aims to accomplish the prediction of DSC using various metrics based on deformation vector field (DVF) by applying machine learning (ML), in order to provide an efficient means of DIR validation with minimised human intervention.

Methods: Planning CT image was deformed to the cone-beam CT images for 20 prostate cancer patients. Various DVF-based metrics and DSC were calculated, and the former was used as input features to predict the latter using three ML models, namely linear regression (LR), Nu Support Vector Regression (NuSVR) and Random Forest Regressor (RFR). Four datasets were used for analysis: 1) prostate, 2) bladder, 3) rectum and 4) all the organs combined. Average mean absolute error (MAE) was computed to evaluate the model performance. The classification performance of the best-performing model was further evaluated, and the prediction interval and feature importance were calculated.

Results: Overall, RFR achieved the lowest average MAE, ranging between 0.045 and 0.069 for the four datasets, while LR and NuSVR had slightly poorer performances. Analysis on the results of best-performing model showed that sensitivity and specificity of 0.86 and 0.51, respectively, were obtained when a prediction threshold of 0.85 was used to classify the fourth dataset. Jacobian determinant was found to be a significant contributor to the predictions of all four datasets using this model.

Conclusion: This study demonstrated the potential of several ML models, especially RFR, to be applied for prediction of DSC to speed up the DIR validation process.

1. Introduction

Adaptive radiotherapy (ART) is an important part of the radiotherapy workflow for certain clinical situations where treatment plans are modified based on the anatomic changes of patients [1]. This is especially crucial for highly conformal treatment techniques such as proton therapy [2], in which a small variation can bring about a large impact to the daily dose distribution, as well as hypofractionated radiotherapy.

Depending on the time scale at which adaptation is performed, three classes of ART have been defined: offline ART, online ART, and real-time (in-line) ART [2,3]. Offline ART takes place over the course of a few days and aims to address systematic variations between treatment fractions. Due to the inherent lag of offline ART to accommodate to the latest change, online ART presents as a superior approach by performing adaptation right before a treatment fraction. Real-time ART, on the other hand, extends to an even shorter time frame by adapting the plan based on real-time changes detected directly before the treatment itself.
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For a successful implementation of ART, image registration, defined as the process of transforming one image to another, is an indispensable step. There are three major categories of image registration, namely rigid image registration, affine image registration and deformable image registration. Among all, deformable image registration (DIR) offers the greatest number of degrees of freedom (could be as large as three times the number of voxels) as each individual voxel can be separately transformed in the x, y and z directions [4]. Therefore, it plays an important role to account for the non-rigid anatomic changes of organs and tumours. The collection of vectors denoting the deformation magnitude and direction for each voxel forms the deformation vector field (DVF).

Since its introduction, DIR has seen an escalating application in radiotherapy. Some examples include contour propagation and dose accumulation [5], which are of particular interest for an ART workflow. To ensure a reliable clinical translation, there is a need for validation of DIR to verify the deformation accuracy. Validation of DIR can be done by means of physical phantom, virtual phantom or patient-specific metrics [6]. The lattermost option can be further sub-divided into image-based metrics, among which contour-based metrics are the most widely used [7], and DVF-based metrics in terms of geometric accuracy evaluation [6]. Geometric accuracy evaluation is important for assessing the quality of contour mapping, which serves to propagate contours from one image to another.

Several contour-based metrics have been well-defined and frequently studied in the literature, for instance, Dice similarity coefficient (DSC) [8-13] and Hausdorff distance (HD) [8,13]. However, these contour-based metrics require the manual delineation of contours on the daily CBCT images by radiation oncologists, which is laborious in nature and would pose a hindrance to the smooth integration of ART into the daily clinical workflow. DVF-based metrics, on the contrary, have the advantage of being readily available after completion of a DIR. Yet, this type of metrics did not gain as much popularity due to the lack of a strongly proven correlation with the contour-based metrics. To leverage the potential of DVF-based metrics for DIR validation, machine learning could be a promising approach in building a model for prediction of contour-based metrics using DVF-based metrics.

Very limited studies could be found in the literature that applied machine learning to predict DIR accuracy. One of the earlier works involved the use of support vector machine (SVM) to classify the registration as a failed or successful registration based on similarity measures [14]. Another study predicted registration error obtained from manually annotated landmarks using registration-based and intensity-based features [15]. In addition, Dushepa created training and test sets using Monte Carlo simulation and subsequently quantified registration accuracy using features such as bootstrap features, pixel intensity differences and spectrum width [16]. All of these, however, do not involve the prediction of contour-based metrics, which are the key elements for evaluating contour mapping accuracy of a DIR algorithm. As discussed earlier, manual delineation of contours is a tedious process and because of that, contour-based metrics are not always easily obtainable. On that account, this work aims to accomplish the accuracy evaluation step without the hassle of generating manual contours, by applying machine learning to identify a model for predicting DSC, a contour-based metric, using DVF-based metrics as input features. With this model being established, it would be possible to realise a high throughput evaluation of DIR accuracy, so that the quality of daily adaptation could be verified for every single fraction during offline or even online ART without causing much delay to the treatment workflow.

2. Methods

2.1. Patient Characteristics and data

This study has been approved by the Institutional Review Board. Retrospective data from 20 low-risk prostate cancer patients, treated between 2016 and 2019 at National Cancer Centre Singapore (NCCS), were obtained. These patients underwent 37 to 39 fractions throughout their entire treatment course. For each patient, the planning CT (pCT) and cone-beam computed tomography (CBCT) images taken before each treatment fraction along with the manually drawn contours were imported into RayStation 10A (RaySearch Laboratories, Stockholm, Sweden). The pCT images have a slice thickness of 2/2.5 mm and pixel spacing of 0.7734 mm–1.0742 mm, while the CBCT images have a slice thickness of 2.5 mm and pixel spacing of 1.1719 mm. The CBCT images were taken using Varian machine (Siemens Healthineers, Forchheim, Germany). Three organs were included for analysis, namely prostate, bladder and rectum.

2.2. Parameter optimisation and exploratory data analysis

Before extracting the data for machine learning, optimisation of parameters for the DIR in RayStation was performed using data from five patients, selected randomly from the complete set of 20 patients. Hybrid deformable registration, optimised based on an objective function comprising of an image similarity term, grid regularization terms, and anatomical penalty terms, was done. The pCT image was assigned as the reference image while the fractional CBCT images taken at an interval of three fractions served as the target images. Four different final resolutions (0.1 cm, 0.2 cm, 0.3 cm, 0.4 cm) and two different similarity measures (Correlation Coefficient (CC), Mutual Information (MI)) were tested within RayStation to determine the parameters that give the best registration quantified by the DSC and image similarity metrics.

Using the optimal parameters, hybrid deformable registrations were performed using the pCT image as the reference image while all the fractional CBCT images constituted the target images. The distributions of DSC for all patients and each individual patient were illustrated based on sites. Subsequently, Kruskal-Wallis test, was done to test the null hypothesis that all the patients have similar distributions of DSC values. On top of that, Spearman correlation test was performed between DSC and treatment fractions, organ volume and treatment fractions, as well as DSC and organ volume, for each of the three organs. A p-value of 0.05 was used for both two-tailed tests to mark the significance of the null hypotheses.

2.3. Machine learning

A total of 50 DVF-based metrics were extracted from RayStation, normalized and used as the features to predict the corresponding DSC for each registration, which is the target variable in this case. The DVF-based metrics include 40 descriptive statistics (for example, minimum and mean) of the DVF magnitude and 10 descriptive statistics (mean and various percentiles) of the Jacobian determinant, as summarised in Table S1. The former represents the deformation extent of each voxel in a specific region, whereas the latter signifies the volume change of that region. New regions of interest, collectively known as the “organ ring”, were created on the pCT image through expansion and shrinkage of the contour for each organ under analysis by 0.25 cm, resulting in a total thickness of 0.5 cm. This was set to be slightly greater than the bladder and rectum wall thickness, which is typically close to 3 mm or less [17, 18], and served to account for deformation happening at the surface of each organ.

Analysis was done on four sets of data: 1) prostate only, 2) bladder only, 3) rectum only, and 4) all the organs combined. The first three sets have the same total number of samples (761) while the last set has three times as many (2283). Machine learning algorithms were implemented using the scikit-learn v1.0.2 package [19]. Three different models, linear regression (LR), Nu Support Vector Regression (NuSVR) and Random Forest Regressor (RFR) were used for predictive modelling. LR fits a linear model and aims to minimise the residual sum of squares between the target and prediction [20]. NuSVR is a regression model based on SVM [21] and uses a parameter called nu to control the number of
Fig. 1. (A) Outline of major steps performed in this study. The machine learning pipeline is shown in detail in (B).

**Acronyms:** DIR, deformable image registration; CT, computed tomography; CBCT, cone-beam computed tomography; DVF, deformation vector field; DSC, Dice similarity coefficient; MAE, mean absolute error.
support vectors. Lastly, RFR [22] uses a number of decision trees with various sub-samples, and predicts the target by averaging the results given by all the trees in the forest.

A nested cross-validation approach is used to evaluate the model performance. To attain the best performance for NuSVR and RFR, the hyperparameters were optimised through an inner 10-fold cross-validation. The hyperparameters varied are summarised in Table S2. In a single run, every different combination of hyperparameters would give a corresponding mean absolute error (MAE). The resulting 10 sets of results were then averaged to determine the combination of hyperparameters with the lowest average MAE, which would be the optimal hyperparameters in this case. This step of hyperparameter tuning constitutes the inner loop, where its output (the optimal hyperparameters) was fed into the outer loop to predict the test set. Similarly, 10-fold validation was used in the outer loop and the average MAE across the test set in each of the fold was computed to evaluate the model performance.

Using this nested cross-validation approach, the training set constituted 81% of the whole dataset, while the cross-validation set and test set took up 9% and 10%, respectively. These contain 616, 69, and 76 samples, respectively for the first three datasets for each individual organ, and 1849, 206, and 228 samples, respectively for the fourth dataset with all three organs combined. A schematic showing the overview of the major steps employed in this study can be found in Fig. 1.

2.4. Clinical evaluation using best performing model

To classify the quality of contour mapping as either good or bad, a prediction threshold can be determined for the datasets predicted by the best performing model. Any DSC values below the threshold will be considered a bad mapping, hence requiring physician to manually re-review the registered contour. In contrast, a DSC value above the threshold will signify a good registration, that is, a trustable registered contour. As
the commonly used standard for an acceptable DSC value ranges from around 0.8 to 0.9 [4], analysis was performed using prediction thresholds close to this range: 0.75, 0.80, 0.85 and 0.90.

Four performance metrics, namely sensitivity, specificity, positive predictive value (PPV) and negative predictive value (NPV), were calculated. A positive case denotes a DSC value below the threshold (bad contour mapping) and vice versa for a negative case. From a clinical perspective, it is critical to flag a bad contour mapping, so that appropriate action can be taken to rectify the poorly registered contour. Therefore, sensitivity would be given a higher priority compared to specificity. Additionally, 68% prediction interval (PI) was calculated using the range between 16th percentile and 84th percentile of out-of-bag errors generated by RFR. Lastly, feature importance was also calculated to identify the features with a greater impact on the predictions for each dataset.

3. Results

3.1. Parameter optimisation and exploratory data analysis

The boxplots depicting the DSC results for DIR using different combinations of final resolution and similarity measure for five patients are shown in Fig. 2 A–C. For clearer visualisation, only results for final resolutions of 0.1 cm and 0.4 cm are plotted. The complete DSC results can be found in Fig. S1. From Fig. 2A–C, it is obvious that CC outperforms MI in most of the cases. As our current focus is on the application of DIR for contour mapping, DSC was given precedence for the performance evaluation and hence MI was ruled out. To select the best final resolution to be used for the registrations, the boxplots for image similarity were examined. Specifically, the boxplots corresponding to registrations using CC as the similarity measure were compared, as shown in Fig. 2D–F. A generally decreasing trend was observed for the image similarity when the final resolution increased. Therefore, 0.1 cm and CC were chosen as the optimal parameters for DIR in the subsequent parts of the study.

Fig. 3 shows the DSC distributions for all the patients, while Fig. S2 shows the distributions for each individual patient, classified based on sites. The Kruskal-Wallis test gave a significant statistic ($P < 0.05$) that there is a difference between DSC distributions of all the patients. The H scores with their corresponding $p$-values for each dataset are tabulated in Table S3. The subsequent Spearman correlation test revealed a higher occurrence of significant correlation between DSC and organ volumes, with at least half of the total patients exhibiting either a positive or negative correlation. Interestingly, a statistically significant ($P \ll 0.05$) strongly positive correlation ($r_s > 0.80$) was observed for a number of patients in the bladder dataset. These findings are depicted with a correlation matrix as shown in Fig. S3.

3.2. Machine learning

The hyperparameters selected in each loop during training of NuSVR and RFR models are shown in Table S4. Despite there being no discernible trend in the hyperparameters, each loop produced comparable results, indicated by the standard deviation close to 0.01 as shown in Table 1. Fig. 4 shows the stacked histograms illustrating the distributions of the absolute error against the true DSC values for RFR (Please refer to Figs. S4–5 for similar histograms for LR and NuSVR.). A substantial portion of the errors is smaller than 0.05 and these errors are found close to the peak of each distribution, ranging from approximately 0.75 to 0.95. Conversely, errors greater than 0.15 are mostly found at

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>B</th>
<th>R</th>
<th>PBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>0.049 ± 0.016</td>
<td>0.068 ± 0.013</td>
<td>0.056 ± 0.009</td>
<td>0.063 ± 0.009</td>
</tr>
<tr>
<td>NuSVR</td>
<td>0.045 ± 0.017</td>
<td>0.072 ± 0.014</td>
<td>0.056 ± 0.011</td>
<td>0.061 ± 0.009</td>
</tr>
<tr>
<td>RFR</td>
<td>0.045 ± 0.013</td>
<td>0.069 ± 0.008</td>
<td>0.053 ± 0.009</td>
<td>0.060 ± 0.009</td>
</tr>
</tbody>
</table>

Fig. 3 shows the DSC distributions for all the patients, while Fig. S2 shows the distributions for each individual patient, classified based on sites. The Kruskal-Wallis test gave a significant statistic ($P < 0.05$) that there is a difference between DSC distributions of all the patients. The H scores with their corresponding $p$-values for each dataset are tabulated in Table S3. The subsequent Spearman correlation test revealed a higher occurrence of significant correlation between DSC and organ volumes, with at least half of the total patients exhibiting either a positive or negative correlation. Interestingly, a statistically significant ($P \ll 0.05$) strongly positive correlation ($r_s > 0.80$) was observed for a number of patients in the bladder dataset. These findings are depicted with a correlation matrix as shown in Fig. S3.
the extreme ends of the distribution.

The average MAE for each model were reported in Table 1, for a more quantitative comparison. It is observed that RFR performed best among the three models, with the lowest average MAE in general. On the other hand, LR and NuSVR had slightly higher average MAE compared to RFR in most of the cases, while showing a comparable accuracy to each other. Despite these variations, the standard deviation of the score for all three models remained below 0.02, indicating the stability of the models.

3.3. Clinical evaluation using best performing model

The sensitivity, specificity, PPV and NPV to evaluate the classification performance with prediction thresholds of 0.75, 0.80, 0.85 and 0.90 are shown in Table 2.

PBR_0.85 was found to give a sensitivity of 0.86, specificity of 0.51, PPV of 0.69 and NPV of 0.74. This means that 86 % of the bad mapping cases are picked out for further review, while 51 % of the good mapping cases are spared the extra check, thus saving time and effort required during an ART workflow.

The PBR dataset was divided into its constituent datasets of prostate, bladder and rectum for further analysis. Targeting a sensitivity of at least 80 %, it was found that P_const_0.90 gave a sensitivity of 0.93, specificity of 0.16, PPV of 0.48 and NPV of 0.74, B_const_0.85 gave a sensitivity of 0.87, specificity of 0.21, PPV of 0.60 and NPV of 0.55, and R_const_0.80 gave a sensitivity of 0.79, specificity of 0.31, PPV of 0.65 and NPV of 0.48. All the PPV and NPV are either near to 50 % or even higher.

Table 3 shows the average predicted DSC values by the RFR model with their corresponding average 68 % PI for each range of true DSC values with an interval of 0.10, classified based on the four datasets. It is noticeable that for the lower ranges of true DSC values (0.40–0.50, 0.50–0.60) across all the datasets, the predicted DSC values and their PI showed higher discrepancies compared to the true DSC values in the test set. This finding agrees with what has been reported in section 3.2, where larger errors are found at the extreme ends of the true DSC distributions. Of particular note is that the prostate dataset with true DSC range of 0.40–0.50 gave a predicted DSC and PI of around 0.90, which is a pronounced contradiction. This is due to the range containing merely one sample, making it hard for the model to predict this value without prior "training".

The feature importance calculated using each dataset is shown in Fig. 5, focusing on the top 10 most important features. It is noteworthy that the percentiles of the Jacobian determinant occupied a large proportion of this region. For three out of the four datasets (prostate, bladder and all three organs), the 10th, 20th, and 30th percentiles were always found within the first sixth most important features among all the 50 features fed into the model. This suggests that the information about expansion and shrinkage served as a good indicator of the contour mapping accuracy.

Considering the metrics in the separate directions, it is noticed that metrics in the z-direction (superior-inferior, SI) influenced the predictions for the prostate and bladder datasets more, while those in the y-direction (posterior-anterior, PA) and x-direction (right-left, RL) had a greater impact on the datasets of rectum and all three organs, respectively.

4. Discussion

In this study, three machine learning models (LR, NuSVR and RFR) were trained and their DSC prediction accuracies were quantified using average MAE. We found that RFR could predict DSC with the highest accuracy. Using RFR and a prediction threshold of 0.85 to classify the dataset with all three organs, a sensitivity of 0.86 and specificity of 0.51 were achieved, while both PPV and NPV were close to 0.70. Separate analysis on the constituent datasets identified a differential threshold in order to achieve a minimum sensitivity of 0.80 for all organs, which is presumably due to the distinct DSC distributions of each dataset. The relatively low specificity, however, would entail a less efficient workflow than what is desired. This presents a room for improvement which could be accomplished with an increase in prediction accuracy. The availability of a larger dataset for training is expected to be helpful in

Fig. 4. Distribution of absolute error for predictions using RFR model for (A) prostate, (B) bladder, (C) rectum, and (D) all three organs.
number suggesting a stronger tendency in the SI direction [30]. Meanwhile, it has long been recognized that the prostate motion in the PA direction is more strongly correlated to the rectal volume than the bladder volume [34], from which we deduce the substantiality of PA rectum deformation due to rectal filling. Using a similar reasoning, this could explain the higher significance of metrics in the PA direction for predictions in the rectum dataset. Nonetheless, metrics in these two directions carried relatively less weights when all the datasets are combined, as the model attempted to account for datasets of a greater variety. This could be the reason that more metrics in the RL direction are brought to places with a higher importance instead.

Several past studies have demonstrated the time taken for contour delineation in the order of minutes. In their study, Yedekci et al. [35] reported an average manual contouring time of 14.0 ± 0.4 min per fraction for cervical cancer patients. Besides, other work reported a mean contouring time of 37.4 ± 5.9 min [36] and a median contouring time of 20 min [37] per patient for breast cancer and lung cancer radiotherapy, respectively. Using our trained model, it is possible to eliminate the step of manual contouring and achieve a routine check on the propagated contours in a matter of seconds, given the DVF-based metrics resulting from DIR between new pairs of images.

At this point in the discussion, there is a caveat that we wish to highlight: the volume dependence of DSC, as has been reported in several studies [38,39]. In our work, the differential thresholds identified for each organ were all close to 0.85, the selected threshold using the complete dataset with all three organs. Hence, it can serve as a representative average threshold for the entire dataset. When dealing with a new dataset containing various organs, it is recommended to perform a separate analysis for each organ, to identify if there is a need for organ-specific thresholds. Based on the established threshold(s) and DSC distributions (examples shown in Fig. 3), contours could also be sampled randomly from each side of the threshold to justify whether a DSC lower than the threshold actually corresponds to a low contour overlap, and vice versa. These steps should be performed during the “commissioning” phase of the model, before clinical implementation could take place. A regular update and quality assurance (QA) of the dataset for prostate, bladder, rectum, and all three organs, respectively.

Meanwhile, it has long been recognized that the prostate motion in the SI direction could be linked to the preferred motion direction of the organs. According to a deformation model described by Stoll et al. [28], the bladder mainly deforms in the SI direction. Studies have also shown that the prostate motion is usually in the PA and SI directions [29–33], with a number suggesting a stronger tendency in the SI direction [30–32]. Meanwhile, it has long been recognized that the prostate motion in the SI direction has a strong correlation with the bladder volume [34], from which we deduce the substantiality of bladder deformation due to bladder filling. Using a similar reasoning, this could explain the higher significance of metrics in the SI direction for predictions in the prostate dataset. Nonetheless, metrics in these two directions carried relatively less weights when all the datasets are combined, as the model attempted to account for datasets of a greater variety. This could be the reason that more metrics in the RL direction are brought to places with a higher importance instead.

Several past studies have demonstrated the time taken for contour delineation in the order of minutes. In their study, Yedekci et al. [35] reported an average manual contouring time of 14.0 ± 0.4 min per fraction for cervical cancer patients. Besides, other work reported a mean contouring time of 37.4 ± 5.9 min [36] and a median contouring time of 20 min [37] per patient for breast cancer and lung cancer radiotherapy, respectively. Using our trained model, it is possible to eliminate the step of manual contouring and achieve a routine check on the propagated contours in a matter of seconds, given the DVF-based metrics resulting from DIR between new pairs of images.

At this point in the discussion, there is a caveat that we wish to highlight: the volume dependence of DSC, as has been reported in several studies [38,39]. In our work, the differential thresholds identified for each organ were all close to 0.85, the selected threshold using the complete dataset with all three organs. Hence, it can serve as a representative average threshold for the entire dataset. When dealing with a new dataset containing various organs, it is recommended to perform a separate analysis for each organ, to identify if there is a need for organ-specific thresholds. Based on the established threshold(s) and DSC distributions (examples shown in Fig. 3), contours could also be sampled randomly from each side of the threshold to justify whether a DSC lower than the threshold actually corresponds to a low contour overlap, and vice versa. These steps should be performed during the “commissioning” phase of the model, before clinical implementation could take place. A regular update and quality assurance (QA) of the model [40] will also be imperative to include more patients’ data and ensure that the model performance is being monitored.

Table 2

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Metric</th>
<th>P</th>
<th>B</th>
<th>R</th>
<th>PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>Sensitivity</td>
<td>0.00</td>
<td>0.04</td>
<td>0.24</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>1.00</td>
<td>0.99</td>
<td>0.87</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>PPV</td>
<td>0.50</td>
<td>0.48</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>NPV</td>
<td>0.96</td>
<td>0.80</td>
<td>0.69</td>
<td>0.81</td>
</tr>
<tr>
<td>0.80</td>
<td>Sensitivity</td>
<td>0.14</td>
<td>0.35</td>
<td>0.93</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.99</td>
<td>0.78</td>
<td>0.16</td>
<td>0.78</td>
</tr>
<tr>
<td></td>
<td>PPV</td>
<td>0.71</td>
<td>0.49</td>
<td>0.64</td>
<td>0.60</td>
</tr>
<tr>
<td></td>
<td>NPV</td>
<td>0.91</td>
<td>0.67</td>
<td>0.58</td>
<td>0.77</td>
</tr>
<tr>
<td>0.85</td>
<td>Sensitivity</td>
<td>0.18</td>
<td>0.88</td>
<td>1.00</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.94</td>
<td>0.19</td>
<td>0.00</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>PPV</td>
<td>0.44</td>
<td>0.59</td>
<td>0.89</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>NPV</td>
<td>0.81</td>
<td>0.54</td>
<td>0.74</td>
<td>–</td>
</tr>
<tr>
<td>0.90</td>
<td>Sensitivity</td>
<td>0.75</td>
<td>1.00</td>
<td>1.00</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.44</td>
<td>0.00</td>
<td>0.00</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>PPV</td>
<td>0.53</td>
<td>0.80</td>
<td>0.99</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>NPV</td>
<td>0.68</td>
<td>0.00</td>
<td>–</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table 3

Average predicted DSC with its corresponding average 68% prediction interval for true DSC range with an interval of 0.10, using RFR model. L indicates the lower bound while U indicates the upper bound of the prediction interval.

<table>
<thead>
<tr>
<th>True DSC Range</th>
<th>P</th>
<th>B</th>
<th>R</th>
<th>PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.40–0.50</td>
<td>0.94</td>
<td>0.75</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>0.90 (L)</td>
<td>–</td>
<td>0.70</td>
<td>0.74</td>
<td>0.71</td>
</tr>
<tr>
<td>0.98 (U)</td>
<td>0.81</td>
<td>0.87</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>0.50–0.60</td>
<td>0.82</td>
<td>0.89</td>
<td>0.77</td>
<td>0.73</td>
</tr>
<tr>
<td>0.78 (L)</td>
<td>0.73</td>
<td>0.71</td>
<td>0.73</td>
<td>0.73</td>
</tr>
<tr>
<td>0.87 (U)</td>
<td>0.82</td>
<td>0.82</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>0.60–0.70</td>
<td>0.87</td>
<td>0.81</td>
<td>0.76</td>
<td>0.80</td>
</tr>
<tr>
<td>0.83 (L)</td>
<td>0.74</td>
<td>0.71</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>0.92 (U)</td>
<td>0.88</td>
<td>0.82</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>0.70–0.80</td>
<td>0.87</td>
<td>0.81</td>
<td>0.77</td>
<td>0.80</td>
</tr>
<tr>
<td>0.82 (L)</td>
<td>0.74</td>
<td>0.71</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td>0.91 (U)</td>
<td>0.88</td>
<td>0.83</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>0.80–0.90</td>
<td>0.88</td>
<td>0.82</td>
<td>0.78</td>
<td>0.82</td>
</tr>
<tr>
<td>0.84 (L)</td>
<td>0.75</td>
<td>0.72</td>
<td>0.76</td>
<td>0.76</td>
</tr>
<tr>
<td>0.93 (U)</td>
<td>0.89</td>
<td>0.84</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>0.90–1.00</td>
<td>0.89</td>
<td>0.83</td>
<td>0.78</td>
<td>0.86</td>
</tr>
<tr>
<td>0.85 (L)</td>
<td>0.76</td>
<td>0.72</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>0.94 (U)</td>
<td>0.90</td>
<td>0.84</td>
<td>0.92</td>
<td></td>
</tr>
</tbody>
</table>
data points clustering around the higher-range values. This skewed distribution causes an imbalance in the prediction accuracy of all the models tested, as shown in Fig. 4 and Figs. S4–5. As discussed earlier in section 3.2, a high percentage of errors smaller than 0.05 is found close to the peak of the distribution, while greater errors are observed nearer to the tails. At the initial phase of implementation, regular data collection along the way to include patients from more cohorts would prove useful in getting the model to be more "prepared" to out-of-distribution data, hence boosting its performance.

It is important to note that this proposed ML pipeline is limited to DIR validation for contour propagation. In other words, the reliability of DVF is confined to the edges of the organs considered, and it does not guarantee the registration accuracy within the organ contours. Hence, further QA procedures must be performed for the application of DIR in dose accumulation, which is another interesting aspect that we are looking to explore.

While artificial intelligence (AI)-based autocontouring software is increasingly being introduced, with some offering CBCT autocontouring function, these are not yet available in all centres worldwide, and the results vary based on the quality of CBCT images. It is undoubted that AI-based method will continue advancing, and with the enhancement of CBCT image quality, DIR-based contour propagation may become obsolete one day. That being said, we believe that this ML workflow could serve as a useful initial exercise in the DIR validation process, before a full transition towards AI-based autocontouring, even on CBCT images, could take place.

5. Conclusion

This study has adopted machine learning to predict contour-based metric using more than one DVF-based metric. The performance of the three models tested are promising, with RFR giving the best performance, signified by the overall lowest average MAE. As a precautionary step, the feature distributions can be used to flag any potential failure of the model prediction for clinical data that do not belong to the current dataset. It is foreseen that this work will provide a significant speed-up for the DIR validation process, which will be extremely advantageous for assimilation of ART into clinical practice.
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